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Abstract  

This deliverable consists of: a) the presentation  of the developed  intelligent W eb 

information extraction mechanisms for enriching  the WikiRate  platform  content , b) 

the first results and visualizations of the data collection task based on the developed 

W eb information extraction mechanisms,  c) the  results of  analysis work on entity -

centric indexing and annotat ion recommendation, d) the first plans of visualizations 

and interactions with the imported W eb content , and e) a W eb-based system 

integrating and exposing the collected data through both an API and an end user 

interface . The contributions to this delivera ble come from all tasks of WP5.  
The information in this document reflects only the authorõs views and the European Community is not liable for 

any use that may be made of the information contained therein. The information in this document is provided 

as is and no guarantee or warranty is given that the information is fit for any particular purpose.  The user 

thereof uses the information at its sole risk and liability.  
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Executive Summary  

 

This deliverable highlights the advantages of enriching the content of the WikiRate platform by 

including external data sources from the Web.  

To this end, intelligent data collection mechanisms based on Web information extraction were 

developed to enrich the platform content with metrics and additional pieces of structured 

information about companies from selected Web sources. In addition, a Web extraction 

framework was proposed and prototyped that enables the automatic wrapper generation for 

external Web sources defined by users. The source code of the developed framework is 

available online on github1. The first results of the data collection tasks alongside with statistics 

and visualizations based on the collected data are presented. More specifically, we collected 

326,088 snippets  about 37,152 different companies  from 22 different sources. The 

collected data will be leveraged by the project to offer a much richer and more comprehensive 

view of CSR performance with respect to companies. Moreover, we collected an annotated 

dataset of 8,541 articles  using the aforementioned Web extraction tool to evaluate a newly 

developed article classification approach, which achieved an average F -score of 0.78 in 

correctly classifying the articles to 271 unique categories . The first plans of 

visualizations and interactions with the imported data are also presented in this deliverable. 

Finally, the deliverable presents Sandbox, a W eb-based system integrating and exposing 

the collected data through both an API and an end user interface .   

In the future, several technical issues will be addressed related to data quality and consistency, 

further streamlining the Web wrapper generation process, and visualizing the collected data.   

  

                                                      
1
 https://github.com/M KLab -ITI/easIE  

https://github.com/MKLab-ITI/easIE
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1 Introduction   

WP5 deals with the development and integration of scalable data analytics techniques that will 

support: a) the WikiRate users in properly forming and enriching their Notes2 (formerly 

Claims), and b) the WikiRate platform and Web site by enriching it in a scalable manner with 

external Web content related to both metrics and Notes. 

In this second period of the project, a major restructuring with respect to the WP5 goals took 

place. The initial purpose of the work package to enrich the Website with external content was 

redefined and further elaborated so as to ensure enhanced contribution to the project goals. 

More specifically, the motivation for the restructuring was the emerging need to develop a 

framework that enables efficient and simple definition of data collection mechanisms from 

arbitrary Web sources and automatic integration to the platform, and hence to enrich the 

sources for the Notes in a highly efficient and scalable way. 

To achieve the revised project objectives, i.e. the import of large amounts of CSR data into the 

WikiRate platform, a significant proportion of resources has been shifted towards implementing 

mechanisms that allow the automatic and scalable collection of information extracted from the 

Web and import to the WikiRate (instead of using topic detection on content fetched primarily 

from social media).   

To this end, a new WP5 task was defined (T5.4 Intelligent data collection and information 

extraction), through which an intelligent content collection framework is being developed to 

populate the platform with content from selected Web sources, in terms of Notes, ratings-

metrics and additional pieces of structured information (all of which are referred to as snippets 

in this deliverable). The developed framework yielded a more scalable and effective (in terms of 

relevance) set of incoming sources that have been imported in the WikiRate platform and are 

available through the Website; in addition, the collected data provide valuable input to other 

tasks of WP5 (such as source recommendations in T5.2) that previously suffered from lack of 

such resources (both qualitative and quantitative).  

The developed framework is generic enough to support information extraction and integration 

from arbitrary Web sources with minimal human assistance and supervision.  

Section 2 of this deliverable describes the developed framework for information extraction 

from a number of CSR-related Websites. It presents the data model, the specific wrappers that 

were developed and their mapping to the data in the WikiRate platform. A list of known 

relevant well-structured sites is already available in the Consortium (from WP3) and WP5 is 

                                                      
2
 On previous deliverables, ñNotesò referred as ñClaimsò 
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making use of it in order to select the ones that data will be extracted from. We also present 

the first set of results from this data collection task with relevant statistics and visualisations. 

The remaining tasks of WP5 have also progressed and are still ongoing, with the exception of 

T5.1 Duplicate Detection, which was successfully concluded at the end of the first period with 

the delivery of the duplicate note detection algorithm. The algorithm is fully supported with 

RESTful API and is available for system integration. In terms of T5.2 Entity-centric indexing and 

annotation recommendation we present a newly developed article classification approach, 

including its pre-processing  classification and evaluation steps (Section 3).  To tackle the issue 

of lack of appropriate datasets for the training of the classifiers, we used the information 

extraction framework of Section 2 and populated WikiRate with a pool of articles from 

selected Websites (e.g., Business & Human Rights Resource Centre) that can be recommended 

as possible sources. The developed module is not publicly available at this phase; instead it has 

been internally used within the project in a semi-automatic manner, so as to create large-scale 

ground truth datasets. In this deliverable we also present the first set of results from the topic 

classification experiments that used the collected ground truth. 

In the line of T5.3 òEmerging topic detection and visualisationó work we present the first plans 

for visualisations in the WikiRate Website. More specifically, Section 4 presents the initial 

efforts towards effective visualization of and interaction with the collected content (visualisation 

of metrics and complex metrics), along with plans for visualisation development in Period 3. 

Section 5 presents the demonstration of the developed data extraction and integration 

framework, also referred to as WP5 Sandbox that serves for the internal evaluation and 

visualisation of the discovered content. Finally, Section 6 concludes with an assessment of the 

work conducted in Period 2, and with a short discussion on the steps that are foreseen in 

Period 3 of the project. 
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2 Intelligent Information Extraction  

In this Section, we present a set of Web information extraction techniques that were used to 

extract pieces of information (snippets) about a company or a set of companies from specified 

Web sources. In particular, a data model is introduced along with a data matching methodology. 

Moreover, we present a detailed description of a Web extraction tool that was developed in 

the second period. Finally, we provide some statistics and visualizations based on the collected 

data using this Web extraction tool. 

 2.1 Data Model  

This subsection describes the data model used by the back-end system as the basis to store the 

collected information. The underlying database is mongoDB, a schema-free document-oriented 

database, and the serialisation format is BSON (binary JSON). This offers the required flexibility 

allowing to add more fields or nested fields based on the needs of each Web source of interest. 

Figure 1 illustrates the developed data model, which consists of the following entities:  

¶ Company  represents a corporate brand and is associated with a company name, id and 

a set of aliases. Other optional pieces of information are country and company link.  

¶ Snippet  is a piece of information (quantitative or qualitative) related to a Company. 

Each Snippet has as foreign key the id of the referred company.  

¶ Article  is an online article referring to a company or a set of companies. Some of the 

fields that accompany the article in addition to the main text include the article title, 

author, source, citation (original source of article), date and categories-tags.  

In Appendix, JSON examples of Snippets, Articles and Companies documents are available.  

 

Figure 1: The WP5 Data Model consists of three entities: (i) Companies, (ii) Snippets and (iii) Articles. Snippets and Articles are connected with 

Companies since each snippet and article has to be linked with a Company.  
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One of the main challenges in populating the data model pertained to data pre-processing and 

cleaning, and more specifically company matching. A new piece of information (snippet) refers 

to a company, and this company has to be matched to an existing entry in the database (if such 

an entry exists). In case no such entry exists for the company, a new one is created. Two main 

cases are considered when performing company matching:  

1. Both the company name and company link are available: 

a. We first check for matches of the company link  in database. If there is a 

match, the company look-up table (the set of aliases) is updated. 

b. If no results are returned using the domain name, then we search for matches of 

the company name in the look-up table. 

c. If no matches are obtained, then we insert a new company entry to the database.  

Working example: Consider a snippet referring to company with name Coca-Cola and 

with the link: http://www.coca -cola.com   

¶ Does coca-cola.com  exist as a domain name in the database?  

¶ If not, does Coca-Cola exist as an alias in the look-up table of  companies?  

¶ If not, insert Coca-Cola in the database with company name Coca-Cola and 

company link http://www.coca -cola.com  and return the assigned Company id 

to the snippet.  

2. Only the company name is available: 

a. Query a search engine (http://www.dogpile.com/ ) using the company name as 

query and consider the first result (which is expected to correspond to the 

official company page in the vast majority of cases). An HTTP request is 

performed to the search engine and for the result page a Web wrapper is used 

to extract the first result. Based on the domain of the first result , perform a 

look-up into the company database. If a match is obtained, then update the list of 

aliases for that company in the look-up table. 

b. If no results are returned from the Web search, then we search for a match in 

the look-up tables of the companies in the database. 

c. If no matches are obtained, then we insert the company to database.  

Working example: Consider a snippet referring to company IBM :  

¶ Perform a Web search using the company name as query and get the first result: 

http://www.ibm.com   

¶ Search for a match of the domain name in the database. 

¶ If it exists, return the matched company Id in association with this snippet.  

http://www.coca-cola.com/
http://www.coca-cola.com/
http://www.dogpile.com/
http://www.ibm.com/
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The company matching process described above has raised numerous challenges about how to 

discriminate and represent in the database the different subsidiaries and brands operated by 

companies. At the moment, we use as identifier the available URLs to discriminate different 

companies or divisions (or groups) within companies. In cases where it was recognized that a 

piece of information may refer to a brand of a company, we store the brand as a field in the 

Snippet entry. Given these challenges, the development of a methodology about recognizing 

entities such as subsidiaries, brands, etc. is becoming essential for building and maintaining a 

comprehensive and high-quality set of company data.  

2.2 Web Information Extraction  

The availability and analysis of qualitative and quantitative data about companiesõ social and 

environmental practices is essential to understand and rate their behavior. In this subsection, 

we address the problem of extracting data from Web sources in order to obtain snippets of 

information, both quantitative and qualitative, about certain companies. The problem of 

extracting data from Web sources is also known as Web Data Extraction (Ferrara, De Meo, 

Fiumara, & Baumgartner, 2014). Web Data Extraction techniques allow to collect large amounts 

of data from the Web. Web Data Extraction tools find use in a wide range of research fields, 

from Business and Competitive Intelligence (Baumgartner, et al., 2005), (Walchhofer, Hronsky, 

Baumgartner, & Froschl, 2010)), and Social media  (Catanese, De Meo, Ferrera, Fiumara, & 

Provetti, 2011), (Gjoka, Kurant, Butts, & Markopoulou, 2009), (Gjoka, Sirivianos, Markopoulou, 

& Yang, 2008)), to Bio-Informatics (Plake, Schiemann, Pankalla, Hakenberg, & Leser, 2006).  

The implementation of Web Data Extraction tools come with a number of challenges. Our goal 

is to create a generally applicable Web data extraction tool but the design process of such a 

tool needs to take into consideration our application domain (collecting snippets of information 

about companies). In particular, an important challenge that we needed to address has been the 

reduction of user effort as much as possible by providing a high degree of automation. The 

objective of this tool has been to enable users with no programming skills, to contribute more 

actively to the process of data collection. One of the most important challenges that Web data 

extraction tools need to cope with stems from the structural changes (in terms of HTML 

structure) that occur to Web data sources over time. For this reason, the developed Web data 

extraction tools  have incorporated a flexible mechanism to cope with such changes.  

The developed Web data extraction tool supports the extraction of data both from static HTML 

pages and from dynamic HTML pages. HTML (HyperText Markup Language) is the predominant 

markup language for creating semi-structured Web pages by annotating content with tags text, 

headings, paragraphs, etc. and it is supported by the W3C Consortium. The structure of HTML 

pages corresponds to a tree. Browsers, when loading a Web page, create the corresponding 
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Document Object Model3 (DOM), consisting of a tree of Objects as specified in the HTML 

document. DOM allows dynamically accessing and updating the content of a page. The 

hierarchy of the HTML document that is captured by DOM is exploited by many Web 

extraction approaches  (Dalvi, Kumar, & Soliman, Automatic Wrappers for Large Scale Web 

Extraction, 2011), (Dalvi, Bohanon, & Sha, Robust Web Extraction: An Approach Based on a 

Probabilistic Tree-Edit Model, 2009).  

The Document Object Model can be used to extract specific elements in an HTML document 

by exploiting XPath Selectors and CSS Selectors4. Selectors are patterns that address elements 

in a tree. XPath5 is a language for addressing specific elements in an XML or HTML document. 

The result of an XPath expression is the selection of a single element in the tree of objects or a 

set of similar objects (sub-tree). Cascading Style Sheets (CSS) is a style sheet language for adding 

style in an HTML page. CSS uses Selectors for assigning style properties in specific elements in a 

document. Similarly with XPath, CSS Selectors can select a set of elements or a single element 

from the tree of objects.  

To extract data from a specified Web source, a Web wrapper needs to be created. According 

to (Ferrara, De Meo, Fiumara, & Baumgartner, 2014), a Web wrapper is a procedure that seeks  

a set of data of interest and extracts it from an unstructured or semi-structured source (Web 

page) into a structured format in an automated way. The Web wrapper lifecycle consists of 

three stages: (i) wrapper generation: where the wrapper of a source is fully defined, (ii) 

wrapper execution: the wrapper is executed on a set of target pages and the underlying data 

are extracted and stored, (iii) wrapper maintenance: where the wrapper is updated due to 

changes in the HTML structure of the Web source.  

For the WikiRate purposes, we created a Web extraction tool that supports easy generation of 

Web wrappers to perform information extraction from numerous Web sources that contain 

data about companies. The extracted data are stored in mongoDB following the Data Model 

that was previously described (Companies, Snippets, Articles). Users are also responsible for 

the maintenance of the wrapper in case the HTML structure of the Web source changes. It is 

worth noting that in addition to Web sources that contain data related to companies, the 

developed Web extraction tool can be also used to extract data from other Web sources. For 

flexibility and ease of integration with third-party systems, the extracted data can be stored in a 

mongoDB collection or in the hard drive in JSON or CSV format.  

                                                      
3
 http://www.w3.org/DOM/   

4
 http://www.w3.org/TR/css3-selectors/  

5
 http://www.w3.org/TR/xpath20/   

http://www.w3.org/DOM/
http://www.w3.org/TR/css3-selectors/
http://www.w3.org/TR/xpath20/
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HTML pages and their respective DOM trees are characterized by a diverse structure and the 

pieces of potentially interesting information cannot be known in advance in many cases. To this 

end, we devised a semi-automatic Web extraction tool that generates a custom wrapper about 

a Web source based on a set of data extraction rules, which are contained in a configuration 

file. Users only need to define that configuration file  to obtain the target data from a Web 

source. The definition of this file is simple and users can extract data from both Static HTML 

pages and Dynamic HTML pages. The developed Web extraction tool was inspired by Ducky, a 

data extraction system proposed by (Kanaoka, Motomichi, & Fujii, 2014) where data extraction 

is also implemented by defining a configuration file. The Web extraction tool developed by 

WP5, in addition to the features offered by Ducky, also allows the information extraction from 

Dynamic HTML pages. In the following, we are going to describe the architecture of the 

developed tool and the configuration file for generating custom Web wrappers for a source.  

Web extraction tool architecture  

The Web extraction tool is responsible for creating automatically wrappers for the requested 

source based on the usersõ preferences. Extracting content from dynamic HTML documents is a 

challenging task and browser emulators are employed to handle such documents. For now, only 

two events are considered: click and scroll down events. Figure 2 illustrates the architecture of 

the Web extraction tool. The input is a configuration file in JSON Format. The tool consists of 

four main components: 

1. JSON Parser: is responsible for parsing the configuration file into Java Objects that are 

going to be used from the Web wrapper generator.  

2. Web wrapper generator: is responsible for generating Web wrappers, based on the userõs 

preferences as declared in the configuration file. It consists of two sub-modules: 

a. Dynamic Page Web wrapper generator: This generates a wrapper for a dynamic 

Web page. It first launches a browser emulator instance, then executes the 

specified events, and parses the HTML document. The procedure is repeated as 

many times as specified in the configuration file.  

b. Static Page Web wrapper generator: This generates a wrapper for a static Web 

page. If the document is divided in multiple pages, then a Pagination Iterator is 

created. Moreover, in case of a group of similarly structured pages, a Bunch URL 

Iterator is created, while the Static HTML Wrapper is responsible for extracting 

the desirable data from each page of the group.  

3. Wrapper executor: is responsible for executing the created Web wrappers.  

4. Data storage: This is responsible for storing the extracted data into mongoDB or to a file 

in the hard drive. As illustrated in Figure 2, the Snippets and Articles collections are 

connected with the Companies collection through the Company ID.  
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Figure 2: Web extraction tool architecture 

 

Configuration File Description  

Figure 3 depicts the template of the configuration file and specifies the necessary parameters so 

that the resulting Web extraction tool produces the target pieces of information. Note that, 

only the fields in black color need to be defined in every configuration file. Below, we are going 

to describe the configuration file and its parameters in more detail.  
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{ 

 "url": { ... },  

 "bunch_urls": [ ... ],  

 "source_name": " ",  

 "table_selector": " ",           

 "company_fields": [{ ... }],  

 "snippet_fields": [{ ... }],  

 "nextPageSelector": { ... },  

 "dynamicHTML": " ",  

 "event" : { ... },  

 "store" : { ... }  

} 
Figure 3: Template of configuration file.  

 

To define the configuration file, it is essential to be familiar with the syntax of CSS selectors and 

CSS queries. However, modern browsers come with built-in tools that make easy to extract a 

CSS or XPath Selector that addresses a specific document. In particular, DOM Inspectors offer 

the capability to extract a unique CSS or XPath selector referring to a specific HTML element. 

If a user wants to collect a set of data about companies, they need to define both the 

"company_fields" and the "snippet_fields" fields in the configuration file. In these fields, 

extractions rules in CSS or XPath Selector format are formulated. As illustrated in Figure 4, 

both "company_fields" and "snippet_fields" fields are defined similarly and consist of an array of 

HTML elements to be extracted. For each piece of information, a number of fields need to be 

defined. Users have three options on how to express the "FieldName" and "FieldValue" fields: 

ü CSS: in the form of CSS Selectors, where the extraction rule shows at the specific 

HTML element that the "FieldName" or "FieldValue" are located, e.g. select from table 

with id list-table-body from the 1st row the 3rd column: "FieldValue": "#list-table-body > 

tr:nth-child(1) > td:nth-child(3)". 

ü XPath: in the form of XPath Selectors, e.g. select from table with id list-table-body from 

the 1st row the 3rd column: "FieldValue": "//*[@id="list-table-body"]/tr[1]/td[3]". 

ü RAW_TEXT: where "FieldName" or "FieldValue" can be defined directly by the user and 

not extracted from the Web page, e.g. "FieldValue": "ICBC". 

These three options are allowed for the "SelectorNameType" and "SelectorValueType" fields. 

The type of the extracted data are then described in the "FieldNameType" and 

"FieldNameValue" fields and there are four basic available type options: 

ü TEXT: the type of the extracted data is plain text 

ü LINK: the type of the extracted data is a link corresponding to the "href" attribute of the 

selected element 
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ü IMAGE: the type of the extracted data is an image corresponding to the "src" attribute of 

the selected element 

ü LIST: the type of the extracted data is a list of text elements 

ü In case of any other different value, it is assumed that the user is interested in extracting 

the value of an elementõs attribute named as defined in "FieldNameType" or 

"FieldValueType" field (e.g. "FieldNameType": "src"). 

Sometimes, one needs to extract part of the text included in an HTML Element or Attribute. 

Thus, users can process the extracted values by defining simple regex expressions in the 

"ReplaceInName" and "ReplaceInValue" fields. Both fields are optional. Furthermore, users can 

define a number of "regex" and "with" values by giving as inputs arrays of String values (e.g.: 

"ReplaceInName": {"regex": [":.*"],"with": [""]}).  

  "snippet_fields" or  "company_fields" : [  

    { 

      "FieldName": " ",  

      "FieldValue": " ",  

      "SelectorNameType": " ",  

      "SelectorV alueType": " ",  

      "FieldNameType": " ",  

      "FieldValueType": " ",  

      "ReplaceInName": {  

            "regex": [ " " ," ", é ], 

            "with": [ " " ," ", é ]  

    }, 

      "ReplaceInValue": {  

            "regex": [ " " ,"  ", é] , 

            "with": [ " " ,"  ", é ] 

    } 

},  

    é 

]  
Figure 4: Template of òsnippet_fieldsó and òcompany_fieldsó fields 

In the "company_fields", users need to define at least one field with the "FieldName": "Company 

Name" in order to specify to which company the extracted snippets refer.  

There are two available templates for defining "url" fields as Figure 5 shows: either by defining a 

"baseURL" field and "relativeURL" field or by defining a "fullURL" field. 

  "url": {  

    "baseURL": " ",  

    "relativeURL": " "  

  } 

  "url": {  

    "fullURL": " "  

  }, 
Figure 5: Available templates of òurló field 



} D5.5.2 Scalable Analytics Techniques for User Contributions v2 

 26/10/2015 | V2.3  

19 | P a g e 

 

As we can see on the top template of Figure 5, "relativeURL" does not need to be specified in 

case of extracting data from a group of URLs. In that case, the "bunch_urls" field is defined 

(Figure 3). In some cases, there are similar pages in the same source of interest. In this case, 

instead of defining different configuration files and only changing the "url" field, we can define an 

array of relative URLs of the same site to be collected by the same Wrapper. The "bunch_urls" 

field cannot be combined with the "nextPageSelector" field, which is described next. 

Sometimes company data spread over multiple Web pages. To enable paginated access to the 

data, we define the "nextPageSelector" field, a CSS Selector that points to the element where 

the next button is located in the page. Eventually, the created Wrapper is going to collect data 

that is spread across different pages. In case the "nextPageSelector" field is specified in the 

configuration file, the first template of the "url" field also needs to be defined. As depicted in 

Figure 6, the Participants in UN Global Compact6 are spread over several Web pages. One can 

also observe that this page includes information for more than one companies and that data are 

organized in a table. There are several Web pages that organize their data in similar way. Users 

can easily collect data contained in a table by specifying  in the "table_selector" field the CSS 

Selector that points to the target table in the HTML page.  

 

Figure 6: Web Page of active participants in UN Global Compact.  

 

                                                      
6
 https://www.unglobalcompact.org/participation/report/cop/create -and-submit/active   

https://www.unglobalcompact.org/participation/report/cop/create-and-submit/active
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The "DynamicHTML" field can be set to either true or false. In that way, users are able to 

specify whether the page produces its contents statically or dynamically.  In case the field is set 

to true, the "event" field needs to also be defined. Figure 7 presents the available templates of 

the "event" field. There are two types of event that can be executed:  

ü CLICK: in that case users have to also define the CSS selector of the element to which 

the event will apply as well as the number of times that the event will be executed.  

ü  SCROLL_DOWN: in this case, user can define only the type of event. The Wrapper 

will execute the scroll-down event until no more data can be further loaded from the 

page. User may also define the number of times the scroll down event will execute since 

there are pages that are based on an òinfinite scrolló design.   

In addition to the "type" and "selector" fields, users may also define the "timesToRepeat" field in 

case they want to repeat the action more than once. If a user specifies the "timesToRepeat" 

field then he/she also needs to specify the "repetition_type" field. In that way, they declare 

whether they want to extract the data after the execution of each event or after the execution 

of all events. Specifically, the available options for the òrepetition typeó field are: 

AFTER_EACH_EVENT and AFTER_ALL_EVENTS respectively. Users can also define a set of 

events to be executed by defining the "sequence_of_events" and "sequence_of_selectors" array 

fields. The length of both fields must be the same and each event corresponds to the element in 

which the selector in the same index of the "sequence_of_selectors" array points out.  

  "event" :  

    { 

      "type": " ",  

      "selector": " ",  

      "times ToRepeat": " ",  

      "repetition_type" : " "  

    } 

  "event" :  

    { 

      "sequence_of_events ": [ " ",  é ], 

      "sequence_of_selectors": [" ", é ]     

   } 
Figure 7: Templates of òeventó field 

 

Users can store the extracted data in a file or in a mongoDB collection. In the configuration file, 

users should define the file path in the hard drive or the name of the mongoDB collection 

respectively. Figure 8 presents the templates of the "store" field. In case of storing in a file there 

are two available output formats that a user can choose from: (i) CSV and (ii) JSON, which are 

specified in the "format" field. Moreover, each piece of information is stored as a snippet and 

there are three options for the "as" field: 
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ü ABSTRACT_SNIPPET: all fields defined in the "company_fields" and "snippet_fields" are 

stored as one snippet. This option can be combined either with storing in the hard drive 

or with storing in mongoDB. In case of storing ABSTRACT_SNIPPETs in mongoDB only 

the "snippet_collection" field need to be defined.  

ü COMPANY_SNIPPET: can be used only in tandem with the mongoDB data storage. 

Each snippet is stored in a collection specified in the "snippets_collection" field. Each 

COMPANY_SNIPPET is accompanied by the company id. The companies are stored in 

the collection specified in the "companies_collection" field.  

ü COMPANY_ARTICLE: when users want to store information about an article referring 

to a set of companies. This option can be used only in combination with the mongoDB 

data storage and in  the "snippet_fields" a field with "FieldName": "related companies" 

needs to be defined in order to make clear to which companies the article refers.  

  "store": {  

    "format": " "  

    "as": " ",  

    "toHardDrive": " "  

  } 

  "store": {  

    "as": " ",  

    "toMongo": {  

     "dbname": " ",  

     "companies_collection": " ",  

     "snippets_collection": " ",  

    } 

  } 
Figure 8: Available templates of òstoreó field 

In the Appendix there is an example of a configuration file that could be used as input to the 

Web extraction tool to produce and execute a custom wrapper for http://www.rspo.org.  

General processing flow of the Web extraction tool  

This subsection describes the general processing flow of the Web extraction tool. The tool is 

able, just by using the configuration file, to generate the appropriate wrappers to extract the 

target data for the user. Each wrapper executes the following processing flow:  

ü HTML page fetching: the Web page is fetched based on the selected "url" field. 

ü Data extraction: The page HTML structure is used to extract the target data from the 

document based on the selectors that users specified in the configuration file in the 

"company_fields" and "snippets_fields". 

ü Post-processing data: a post-processing step is applied if the "ReplaceInName" or 

"ReplaceInValue" fields are specified. In this step, users can remove noise from the 

extracted data or isolate a more specific piece of information. 

http://www.rspo.org/
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ü Start-over based on:  

o The relative url of the ònextó button identified through its location as specified in 

the "nextPageSelector" field.  

o The URLs specified in the "bunch_urls" field. 

o The specified event, if the "dynamicHTML" field is set as true.  

ü Store the extracted data: in mongoDB or a file based on userõs option in the "store" field. 

The integr ation flow  

To make more clear how WikiRate metrics are populated, Figure 9 depicts the overall data 

flow. The first step is for WP3 to identify and list sources with useful and meaningful data to be 

extracted. For better resource tracking we are using internally the Pivotal Tracker7 which also 

allows better collaboration among WP3 and WP5 teams. Then, at WP5, for each identified 

source, the intelligent information extraction framework extracts the data (metrics) into a 

repository, after implementing the necessary extraction rules. WP5-Sandboxing takes the data 

from the repository and provides besides the testing and sandboxing platform, the API to be 

eventually used by WP3 to finalize the òmetrics cycleó by integrating the metrics to WikiRate.  

 

Figure 9: Overall dataflow of metrics population 

 

                                                      
7
 http://www.pivotaltracker.com/ 

1) WP3 

ÅIdentifies useful 
resources 
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WP5 feedback 

2) WP5 

ÅStructural resource analysis 
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implementation 
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WP5 Sandboxing 

ÅSandboxing and API 
testing 

ÅGraphical 
representation 

ÅProvides API to WP3 



} D5.5.2 Scalable Analytics Techniques for User Contributions v2 

 26/10/2015 | V2.3  

23 | P a g e 

 

The following example shows how we extract the metric òcarbon productivityó of companies 

from resource ònewsweekó for the year 2014. The resource which has been identified from 

WP3 is NewsWeek8 and Figure 10 illustrates how this resource appears on browser. 

 

Figure 10: An example of metrics extraction from Newsweek 
 

This example is straightforward since the target data is in clear tabular format. Other pages 

require additional logic to be invoked such as: 

¶ Virtually clicking on the appropriate tab 

¶ Virtually selecting each page from a pagination mechanism that might be based purely on 

JS without a permalink 

¶ Virtually selecting a form dropdown, etc. 

The next step is to analyze the HTML structure of the region of interest and define the correct 

DOM path to extract the useful metrics, e.g.  

 

div.ranking - table - wrapper > table.ranking - table > td.col7  

 

                                                      
8
 http://www.newsweek.com/green/worlds -greenest -companies -2014  

http://www.newsweek.com/green/worlds-greenest-companies-2014
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After specifying the appropriate path, it is straightforward to generate the respective Wrapper. 

The above XPath is processed in a loop (counting table rows) and results in the carbon 

productivity being extracted for every company that exists in  ònewsweekó. Typically, post-

processing is necessary to avoid duplicate entries. 

Underlying technologies:  

The Web extraction tool was developed based on the Java libraries JSoup9 and Selenium10 to 

build wrappers capable of extracting data from Static and Dynamic HTML pages respectively.  

The most important components of the tool are the wrappers. All wrappers extend 

AbstractWrapper to implement the extractFields and extractTable methods that are functions that 

every type of wrapper should have. More specifically, there are four classes that extend the 

AbstractWrapper class:  

¶ StaticHTMLWrapper: is responsible for extracting content from HTML elements or 

HTML table elements from a static HTML Web page.  

¶ DynamicHTMLWrapper: is responsible for extracting data from dynamic HTML Web 

pages after executing click or scroll down events.  

¶ BunchWrapper: is responsible for extracting data from a group of Static HTML pages 

with similar structure. 

¶ PaginationIterator: is responsible for extracting data from all the pages that the data are 

distributed. It need as input a StaticHTMLWrapper.  

Figure 11 depicts the implementation of the wrappers n a UML diagram. The source code of 

the developed framework is available on github11. Finally, in the Appendix the source code of 

StaticHTMLWrapper and DynamicHTMLWrapper is given.  

                                                      
9
 http://jsoup.org/     

10
 http://www.seleniumhq.org/   

11
 https://github.com/MKLab -ITI/easIE  

http://jsoup.org/
http://www.seleniumhq.org/
https://github.com/MKLab-ITI/easIE
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Figure 11: UML representation of the implementation of wrappers 

 

 

2.3 Data Availability  

A number of sources, defined by WP3, were processed with the aforementioned Web 

extraction tool and numerous snippets of information were obtained. More details about the 

collected data are presented in subsection 2.4. The feature of data availability after processing a 

number of sources was essential for the project. On top of this data, a RESTful API was 

developed to make it available to third parties. The developed API is publicly available and 

contains three endpoints: Companies, Snippets and Articles endpoint. For each endpoint, users 

may provide appropriate parameters to limit the returned results based on their preferences. 

Below, there is a detailed description of each endpoint accompanied with some examples.  

1. Companies  

Returns basic information about Companies. All parameters are optional. 

Parameters  Description  

perPageDocs  Number of documents (-Companies) per Page 

page Page Number 

fieldName  Field Name 



} D5.5.2 Scalable Analytics Techniques for User Contributions v2 

 26/10/2015 | V2.3  

26 | P a g e 

 

fieldValue  Field Value 

Examples  

Get Companies from Canada (present 10 companies per page): 

http://mklab.iti.gr/wikirate -

sandbox2/api/companies?fieldName=Country&fieldValue=Canada&perPageDocs=10&page=1  

or SEO friendly 

http://mklab.iti.gr/wikirate -sandbox2/api/companies/Country/Canada  

Get Company with id: 55222a8d87f0396d3da2f73c 

http://mklab.iti.gr/wikirate -

sandbox2/api/companies?fieldName=id&fieldValue=55222a8d87f0396d3da2f73c   

or SEO friendly 

http://mklab.iti.gr/wikirate -sandbox2/api/companies/id/55222a8d87f0396d3da2f73c   

2. Snippets  

Returns snippets of information related to a Company. All parameters are optional. 

Parameters  Decription  

perPageDocs  Number of documents (-Companies) per Page 

Page Page Number 

fieldName  Field Name 

fieldValue  Field Value 

SnippetName  Snippet name 

SnippetValue  Snippet value 

Examples  

http://mklab.iti.gr/wikirate-sandbox2/api/companies?fieldName=Country&fieldValue=Canada&perPageDocs=10&page=1
http://mklab.iti.gr/wikirate-sandbox2/api/companies?fieldName=Country&fieldValue=Canada&perPageDocs=10&page=1
http://mklab.iti.gr/wikirate-sandbox2/api/companies/Country/Canada
http://mklab.iti.gr/wikirate-sandbox2/api/companies?fieldName=id&fieldValue=55222a8d87f0396d3da2f73c
http://mklab.iti.gr/wikirate-sandbox2/api/companies?fieldName=id&fieldValue=55222a8d87f0396d3da2f73c
http://mklab.iti.gr/wikirate-sandbox2/api/companies/id/55222a8d87f0396d3da2f73c
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Get Companies from Canada which do tests on animals (present 5 companies per page).  

http://mklab.iti.gr/wikirate-

sandbox2/api/snippets?SnippetName=Does%20Tests%20On%20Animals&SnippetValue=No&fiel

dName=Country&fieldValue=Canada&perPageDocs=5&page=1 

Search Company with id: 5522275a87f0396d3da2d266  

http://mklab.iti.gr/wikirate-

sandbox2/api/snippets?fieldName=id&fieldValue=5522275a87f0396d3da2d266 

or SEO friendly 

http://mklab.iti.gr/wikirate-sandbox2/api/snippets/id/5522275a87f0396d3da2d266 

 

3.      Articles  

Returns articles referring to companies that were gathered from the Business & Human Rights 

Resource Centre Website. All parameters are optional. 

Parameters  Description  

perPageDocs  Number of documents (-Companies) per Page 

page Page Number 

fieldName  Field Name 

fieldValue  Field Value 

Example:  

Returns articles with Publication_category: Nepal 

http://mklab.iti.gr/wikirate-

sandbox2/api/articles?fieldName=Publication_category&fieldValue=Nepal 

or SEO friendly 

http://mklab.iti.gr/wikirate-sandbox2/api/articles/Publication_category/Nepal 

  

http://mklab.iti.gr/wikirate-sandbox2/api/snippets?SnippetName=Does%20Tests%20On%20Animals&SnippetValue=No&fieldName=Country&fieldValue=Canada&perPageDocs=5&page=1
http://mklab.iti.gr/wikirate-sandbox2/api/snippets?SnippetName=Does%20Tests%20On%20Animals&SnippetValue=No&fieldName=Country&fieldValue=Canada&perPageDocs=5&page=1
http://mklab.iti.gr/wikirate-sandbox2/api/snippets?SnippetName=Does%20Tests%20On%20Animals&SnippetValue=No&fieldName=Country&fieldValue=Canada&perPageDocs=5&page=1
http://mklab.iti.gr/wikirate-sandbox2/api/snippets?fieldName=id&fieldValue=5522275a87f0396d3da2d266
http://mklab.iti.gr/wikirate-sandbox2/api/snippets?fieldName=id&fieldValue=5522275a87f0396d3da2d266
http://mklab.iti.gr/wikirate-sandbox2/api/snippets/id/5522275a87f0396d3da2d266
http://mklab.iti.gr/wikirate-sandbox2/api/articles?fieldName=Publication_category&fieldValue=Nepal
http://mklab.iti.gr/wikirate-sandbox2/api/articles?fieldName=Publication_category&fieldValue=Nepal
http://mklab.iti.gr/wikirate-sandbox2/api/articles/Publication_category/Nepal
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2.4 Results and Statistics  

This subsection presents statistics and results derived from the collected data. Table 1 presents 

the names and URLs of the selected Web sources. In total 22 different Web sites were 

processed resulting in 326,088 snippets that refer to 37,152 different companies. 

Table 1: Set of employed Web sources.  

Source Name Source URL 

Wikipedia http://en.wikipedia.org/ 

Eutransparency http://ec.europa.eu/transparencyregister/public/consultation/listlobbyists.do 

UN Global Compact https://www.unglobalcompact.org/ 

Newsweek top 500 
greenest companies 

http://www.newsweek.com/green/worlds-greenest-companies-2014 

Forbes http://www.forbes.com/global2000/list/ 

Bcorporations https://www.bcorporation.net/community/find-a-b-corp 

Peta Animal testing 
lists 

http://features.peta.org/cruelty-free-company-search/index.aspx 

RSPO http://www.rspo.org/members/all 

Ethical Guide http://guide.ethical.org.au/guide/browse/companies/  

EPA http://www.epa.gov/greenpower/toplists/partner100.htm 

2020 Women on 
Boards 

http://www.2020wob.com/company-directory 

in Ethispere List http://ethisphere.com/worlds-most-ethical/wme-honorees/ 

Good Company Index http://www.goodcompanyindex.com/good-company-index-quick-scores-
2014/ 

in Peri List http://www.peri.umass.edu/toxicair_current/ 

measure UP http://www.measureup.org.uk/allcompanies/ 

Nutrition Index http://www.accesstonutrition.org/global-index-2013 

BSR http://www.bsr.org/en/membership/member-list 

Medicine Index http://www.accesstomedicineindex.org/ranking 

EICC http://www.eiccoalition.org/about/members/ 

Sustainability Ranking 
Asia 

http://sustainability-ranking.channelnewsasia.com/top100.html 

Fair Labor Association http://www.fairlabor.org/affiliates/participating-companies 

EPEAT http://ww2.epeat.net/CompanyList.aspx 

 

2.4.1 Snippets  & Companies  

Each source contains data about several companies. Table 2 presents the number of extracted 

snippets from each source and the number of companies to which these snippets refer.  

 

http://en.wikipedia.org/
http://ec.europa.eu/transparencyregister/public/consultation/listlobbyists.do
https://www.unglobalcompact.org/
http://www.newsweek.com/green/worlds-greenest-companies-2014
http://www.forbes.com/global2000/list/
https://www.bcorporation.net/community/find-a-b-corp
http://features.peta.org/cruelty-free-company-search/index.aspx
http://guide.ethical.org.au/guide/browse/companies/
http://www.epa.gov/greenpower/toplists/partner100.htm
http://ethisphere.com/worlds-most-ethical/wme-honorees/
http://www.goodcompanyindex.com/good-company-index-quick-scores-2014/
http://www.goodcompanyindex.com/good-company-index-quick-scores-2014/
http://www.peri.umass.edu/toxicair_current/
http://www.measureup.org.uk/allcompanies/
http://www.accesstonutrition.org/global-index-2013
http://www.bsr.org/en/membership/member-list
http://www.accesstomedicineindex.org/ranking
http://www.eiccoalition.org/about/members/
http://sustainability-ranking.channelnewsasia.com/top100.html
http://www.fairlabor.org/affiliates/participating-companies
http://ww2.epeat.net/CompanyList.aspx
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Table 2: Number of extracted snippets for the number of associated companies per source. 

 Source Name #companies #snippets 

1 Wikipedia 11,888 105,135 

2 UN Global Compact 8,983 50,121 

3 EUtransparency 7,915 98,146 

4 RSPO 2,176 4,810 

5 forbes 1,995 13,826 

6 2020wob 1,830 1,866 

7 Peta Animal testing lists 1,727 8,040 

8 Bcorporations 1,280 11,934 

9 Ethical Guide 1,231 4,800 

10 Newsweek 1,155 19,854 

11 EPA 475 3,412 

12 in Ethispere List 295 1,035 

13 Membership to BSR 234 234 

14 Good Company Index 108 777 

15 Membership to EICC 101 101 

16 in Peri List 99 594 

17 Sustainability Ranking Asia 94 100 

18 Membership to EPEAT 57 57 

19 measure UP 55 550 

20 Membership to Fairlabor 44 88 

21 Access to Nutrition Index 21 462 

22 Access to Medicine Index 20 140 

 

The source with the most extracted Snippets is Wikipedia with 105,135 snippets followed by 

EUtransparency with 98,146 and UN Global Compact with 50,121 as illustrated in Figure 12.  
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Figure 12: Number of extracted Snippets per source. 

 

Similarly, Figure 13 depicts the number of Companies for which at least one Snippet was 

extracted per source. Again, Wikipedia is the source offering the largest amount of information 

about the companies (11,888 companies). The next richest source is the UN Global Compact 

with 8,983 companies followed by EUtransparency with 7,915 companies.  

 

Figure 13: Number of scraped companies per source 
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Different sources may offer (complementary) data about the same companies. To summarize 

the relationships of sources in terms of common companies, we created a graph that illustrates 

these connections. The developed visualization is available online as a Web page12 and an 

instance of it is depicted in Figure 14. The nodes of the graph correspond to Web sources and 

its edges represent the existence of common companies in both sources. The size of each node 

is proportional to the number of companies, for which the corresponding Web source offers 

information. When selecting a node, the top five sources in terms of the number of common 

companies are highlighted and a chart is displayed with the number of common companies 

between the selected source and the others. Finally, by hovering on a node, one can see the 

number of snippets and companies that were collected per source. 

 

Figure 14: This graph is a visualization of the degree of overlap in terms of companies between pairs of Web sources. 

  

2.4.2 Articles  

Besides snippets, we also collected a dataset of articles from http://business-humanrights.org/ 

as illustrated in Table 3. More specifically, we were able to obtain 17,342 articles in English 

about 3,501 companies. Business & Human Rights Resource Centre is responsible for tracking 

human rights policy and performance of over 6,000 companies in over 180 countries13. It is a 

hub of knowledge and comprehensive news about human rights policy and performance in eight 

different languages (we collected only articles in English).  

                                                      
12

 http://mklab.iti.gr/wik irate -sandbox2/Graphs/StatsGraph/   

13
 http://business -humanrights.org/en/about -us   

http://mklab.iti.gr/wikirate-sandbox2/Graphs/StatsGraph/
http://business-humanrights.org/en/about-us























































































